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Abstract. The article is dedicated to the description of prepositional phrases using the modeling
method, which allows for the systematization of data and the identification of patterns in their
structure and usage. The study examines the process of creating abstract models for analyzing
prepositions and their combinations with nouns, pronouns, and numerals. Several stages of modeling
are considered, including data collection and classification, identification of interaction models, and
programmatic modeling for automating analysis. The modeling method not only systematizes
knowledge about prepositional phrases but also reveals hidden connections between different types
of constructions. The article also analyzes the functions of prepositional constructions in language,
such as expressing location, time, cause, purpose, and means of action. The results presented
demonstrate the effectiveness of the modeling method in both syntactic and semantic language
analysis.
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Introduction

Prepositional phrases play an important role in the syntactic structure of a language. They consist of
a preposition and a noun, pronoun, or numeral, which form a semantic and grammatical unit.
Prepositional constructions perform various functions, including expressing location, time, cause,
purpose, means of action, and others[1,13]. A proper description and analysis of such phrases are
essential for a deeper understanding of the syntactic structure of the language. The modeling method,
which is actively used in linguistics for the analysis and description of various linguistic phenomena,
is a process of creating abstract models that reflect real language situations [2,65]. Language structure
depends heavily on prepositional phrases because they connect nouns and pronouns and numerals to
show spatial and temporal and causal and purposive relationships. The analysis of linguistic systems
heavily relies on prepositional phrase identification particularly when performing syntactic and
semantic research. The general prevalence of prepositional phrases in spoken language makes
systematic classification methods and pattern recognition algorithms complicated to develop. The
modeling method which researchers frequently use provides an efficient framework to recognize
these linguistic structures through abstract models that represent actual language patterns. Research
about prepositional phrases exclusively examined descriptive classifications with syntactic roles but
failed to establish systematic methods for identifying formation patterns and usage patterns in the
language. Traditional grammar analysis reveals prepositional function but does not achieve
automated recognition and categorization of prepositional interaction with other linguistic elements.
The analysis uses the modeling method to establish systematic prepositional phrase structure
recognition because existing studies lack this capability.
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Methods

In the course of the study, the modeling method was applied, which allows for the abstraction of
complex linguistic phenomena and their representation as specific schemes or models. A corpus of
texts was used, including various sentences with prepositional phrases. An analysis of existing
classifications of prepositional constructions was also conducted, which helped highlight the most
typical preposition-noun combinations in Russian.

The modeling process includes several stages:

1. Data collection and classification — at this stage, examples of prepositional phrases are extracted
from texts and then classified according to the type of preposition and its role in the sentence.
This allows for the creation of a structured database for further analysis.

2. Identification of interaction models — based on the classified data, models are developed that
show typical ways of combining prepositions with various parts of speech. These models can be
syntactic (describing grammatical relations) or semantic (showing meaning relations).

3. Programmatic modeling — for automating analysis, specialized software is used to identify
patterns in preposition usage and analyze them in context. This is especially useful for processing
large volumes of text, which cannot be done manually[3,128].

In the language, prepositional constructions can serve a variety of functions, such as expressing[4]:
» Location (e.g., on the table, in the park);

Time (e.g., in June, last week);

Cause (e.g., due to illness, as a result of an accident);

Purpose (e.g., to understand, for science);

YV V VYV V

Means of action (e.g., with the help of a computer, by means of a friend).

These examples show how prepositional phrases help to precisely express various aspects of actions,
states, or phenomena. That is why their proper description and analysis are crucial for a deeper
understanding of the syntactic structure of the language.

Modeling Method as an Analytical Tool

The modeling method, in turn, is an approach actively used in linguistics to analyze and describe
various linguistic phenomena. It involves creating abstract models that reflect real language structures
and phenomena [5,20]. In the context of prepositional phrases analysis, modeling allows for the
creation of formalized representations of linguistic constructions, which significantly facilitates their
systematization and classification.

The modeling process of prepositional phrases generally includes several stages, such as:

» Data analysis and collection: For modeling, examples of prepositional phrases presented in texts
are collected and classified by various features — preposition type, sentence function, context.

» Identification of interaction models: Based on the analysis of the collected data, models are
developed that reflect the regularities in the combination of prepositions with other parts of
speech. These models can be grammatical (reflecting the syntactic structure) or semantic
(showing meaning relations).

» Programmatic modeling: For deeper analysis and processing large volumes of data, algorithms
are applied that help automate the process of identifying patterns and linking prepositions with
nouns and other parts of speech. This is particularly important for studying large texts or creating
linguistic corpora [6].

The aim of applying the modeling method in the analysis of prepositional phrases is not only to
identify the structure of these phrases but also to explore the patterns of their formation and
understand how prepositions interact with nouns, pronouns, and numerals[7,89]. Modeling provides
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an opportunity to identify hidden connections between different types of constructions and helps
explain why some prepositions combine with certain nouns, while others do not.

“Why the Modeling Method Is Effective”?
Modeling is particularly effective in syntactic analysis because it allows:

> Systematization of knowledge: Models help to understand how prepositions and nouns interact
in linguistic constructions, which contributes to the creation of more accurate and complete
grammatical descriptions.

> Identification of patterns: Modeling helps identify regularities in the use of prepositional
phrases. For example, it reveals which prepositions are most commonly used to express time,
place, or means of action, as well as how their meanings change depending on the context.

» Automation of analysis: Unlike traditional methods, modeling allows for the analysis of large
volumes of text, identifying patterns that are hard to spot manually. This is especially important
for linguistic corpora, where it is crucial to quickly process data and identify typical preposition-
noun combinations.

» Prediction of new constructions: With the help of models, it is possible to predict which
prepositions may be used with new nouns or in new contexts. This opens up new possibilities for
creating linguistic programs, such as machine translation systems or automatic text analysis tools.

Thus, the modeling method becomes an essential tool for a deeper understanding of language
structure and helps researchers not only systematize data on prepositional phrases but also uncover
their functional features in various contexts.

RESULTS

The study showed that prepositional phrases in Russian can be classified by several features. The
most important of these are:

1. Type of preposition:

» Locative prepositions (e.g., on, in, near), indicating the location or position of an object in space.
These prepositions often combine with nouns denoting places or objects.

» Directed prepositions (e.g., to, into, onto), which express the direction of motion. They are used
with nouns denoting goals or directions.

» Instrumental prepositions (e.g., with, by, without), showing the means of action or the relationship
to the object.

» Time prepositions (e.g., at, on, since), expressing time relations between actions or events.
2. Syntactic role of the prepositional phrase:

» Circumstances — a preposition with a noun or pronoun that provides additional information about
the place, time, method, or cause of an action (e.g., on the way, in response to).

» Modifiers — a prepositional phrase functioning as a modifier, specifying the features of objects
(e.g., with a book, with joy).

» Complements — a preposition with a noun that serves as a complement, specifying the object of
the action (e.g., with respect, about the book)[8].

The modeling approach uses identified basic patterns to show systematic structural behavior patterns
in prepositional phrase creation. The prepositions in, on and at consistently behave in particular ways
when they combine with time-related nouns (the morning and Monday and night demonstrate this
pattern). Causal prepositions always link to abstract nouns which express justifications or reasons
(such as due to illness or because of the weather). The research shows how prepositional structures
function differently from each other. Some prepositions display consistent syntactic patterns yet other
prepossitions reveal contextual-based semantic meaning. With functions equally as a tool for
instruments (with a hammer) and as a term for social contacts (with a friend) thus demonstrating the
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flexible lexical nature of prepositional phrases. The observed findings provide vital information
which aids in better categorizing and predicting phrase structures within linguistic modeling.
Programmatic modeling models bring these observations to automation status thus allowing
computers to recognize patterns within extensive textual databases. The systematic categorization
system created by the model lets us better predict how prepositional phrases work in different
linguistic contexts through its preposition role analysis. The research contributes theoretical advances
to linguistics while providing practical value for computational systems including natural language
processing and automated grammar checking.

Discussion

Modeling prepositional phrases not only allowed for the identification of the main types of
prepositional constructions but also helped analyze their functional load in the sentence. One
interesting result was the identification of patterns in the distribution of prepositions across different
contexts. For example, the preposition "in" is most often used to express location, while "on" can
indicate a surface or plane, and this choice depends on the semantics of the noun with which it is
combined. Moreover, the analysis of prepositional phrases using modeling showed that many
prepositions have multiple meanings depending on the context. For example, "with" can denote both
an instrumental case (e.g., with help) and indicate joint action (e.g., with a friend). This reveals the
polysemy of prepositions and their dependence on the context. Programmatic modeling retrieves
hidden syntactic and semantic page designs within prepositional phrases through the implementation
of sophisticated text-processing approaches. The combination of rule-based parsing systems and
machine learning algorithms enables quick identification of prepositional structures between two
distinct types of constructions which include fixed expressions (in response to, on behalf of) and
context-dependent flexible phrases. Researchers gain exceptional textual dataset analysis precision
through the integration of programmatic modeling with corpus linguistics. Model training with
various linguistic data sets enables the improvement of preposition pattern recognition and dialect
variation detection along with the prediction of forthcoming syntactic patterns. Such developments
help improve lexicographic research to create advanced grammar-checkers and enhance machine
translation by enabling better contextual understanding. Programmatic modeling demonstrates
considerable educational and linguistic research applications outside of its use in conducting
linguistic research. Syntactic modeling supports automated tools which deliver immediate
prepositional phrase feedback to students learning language which helps them master grammatical
patterns. Al-driven applications achieve better and context-sensitive language analysis by means of
regular model updates using current linguistic data which results in their ability to learn new language
trends.

Conclusion

In conclusion, the method of modeling prepositional phrases is a powerful tool for describing the
syntactic and semantic structure of a language. It not only allows for the classification of various
types of prepositional constructions but also helps identify patterns in their usage. Programmatic
modeling opens new opportunities for automated language analysis, which is important for
lexicographic studies, the creation of linguistic corpora, and the development of automatic natural
language processing systems. Moreover, advancing the modeling method in syntactic analysis could
lead to improved rule-based and machine-learning approaches for parsing complex sentence
structures. By refining algorithms to recognize contextual dependencies, researchers can enhance
automated syntactic parsing, making systems more adept at handling ambiguous or nuanced
prepositional usages. This would be particularly valuable in multilingual contexts, where direct
preposition translation often fails due to differences in syntactic conventions (e.g., interested in in
English versus interessé par in French).In the realm of machine translation, integrating refined
modeling techniques could significantly reduce errors related to prepositional phrase usage. Many
translation errors arise from incorrect preposition selection, leading to unnatural or misleading
interpretations. By incorporating a more context-aware modeling framework, translation systems
could better adapt preposition usage based on surrounding linguistic cues, resulting in more fluent
and accurate translations. Additionally, such advancements could support Al-driven applications for
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language learning, where real-time feedback on prepositional accuracy is crucial for second-language
acquisition. Ultimately, by deepening the study of context-driven prepositional phrase selection and
expanding modeling techniques in syntactic and computational linguistics, future research can
enhance both theoretical understanding and practical applications..
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